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Distributed Recommender System
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Combining data-parallelism and model-parallelism.
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Embedding Table Placement Problem
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• Problem Setting
• We consider embedding table placement on GPU devices.
• Embedding accounts for 48% and 65% of the computation and 

communication costs in production model.
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Embedding Table Placement Problem
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Key Challenges
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• Challenges
• Operation fusion, which uses a single operation to subsume multiple tables, 

makes it hard estimate cost.
• The adopted embedding tables and the available devices can change 

frequently (e.g., machine learning engineers may conduct experiments with 
various table combinations and numbers of devices).
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Formulation of MDP 
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• Markov Decision Process
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DreamShard Framework 

7



DATA Lab at Rice University Daochen Zha (daochen.zha@rice.edu)

DreamShard Framework 
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Main Results 
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• Observations
• DreamShard outperforms 

baselines significantly.
• DreamShard can generalize 

well (test performance is 
similar to train performance).
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Takeaways
• Summary

• We explore embedding table placement/sharding, a direction that has been 
rarely explored.

• We propose DreamShard, which learns estimated MDP and an RL agent.
• DreamShard significantly outperforms heuristic baselines.
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