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Detecting Outliers From Time Series Data
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• Outlier Detection
• Find the weirdest/abnormal part of the data
• Unsupervised/Semi-supervised training

• Time Series Applications

• Main Challenge: Anomalies are Rare
• Only attribute of the historical anomalies are accessible.
• Context of future anomalies are unknown.
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Outliers Definitions
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• Outlier Definition:
• Point (left figure): 

• Data point that is anomalous comparing to the rest of the data. 
• Extreme values lead to serious consequences —> Easy to detect

• Contextual (middle figure): 
• Data point that is anomalous under certain context.
• Context is often defined unclearly —> Hard to detect.

• Collective (right figure): 
• Collection of data points that is anomalous with respect to entire dataset.
• Individual points of the outlier may not be outlier and the scenario of collection is unknown 

—> Hard to detect.

Point Outlier Contextual Outlier Collective Outlier
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Time Series Outliers are Complex

4

• Misleading labeled benchmark datasets create illusion for the 
progress of time series outlier detection problem [1].
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Synthetic Dataset
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• Using synthetic datasets for evaluation becomes a common practice.
• In this way, we can easily isolate different types of outliers.

[1] Renjie Wu, Eamon Keogh, Current Time Series Anomaly Detection Benchmarks are Flawed and are Creating the Illusion of Progress, IEEE Transactions on Knowledge and Data Engineering, 2021

• Existing outlier definitions are confusing for synthesizing data
Contextual —> Unknown context
Collective —> No specific scenario
Can we refine the outlier definitions for better benchmarking algorithms? 
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Our Proposal: Behavior-driven Outlier Taxonomy

6

• Time Series Behaviors:

• Point-wise Outliers:
• Global Outlier:

• Contextual Outlier:

• Pattern-wise Outliers:
• Shapelet Outlier:
• Seasonal Outlier:
• Trend Outlier: 

Point-wise Behavior Pattern-wise Behavior
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Synthetic Criteria for Time Series Outliers
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• Synthetic Criteria
• Point-wise Outlier: Defining range of context.

• Pattern-wise Outliers: Selecting     ,     ,   
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Benchmarking Existing Algorithms
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• Benchmark on Synthetic Datasets

• Key Observations:
• Classical Algorithms > Deep Algorithms.
• Difficulty in Point-wise:

Contextual >> Global.
• Difficulty in Pattern-wise:

Seasonal > Trend > Shapelet.
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Benchmarking Existing Algorithms
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• Benchmark on Real-world Datasets

• Key Observations:
• Classical Algorithms > Deep Algorithms.
• Subsequence clustering (     ) is not robust under concentration assumption.

Prediction-based

Majority Modeling

Discords Analysis
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Take Home Messages
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● In this work, we identify that
○ Existing taxonomy of outlier definition is not applicable for time series data.
○ Unclear outlier definition may lead to confusing labeled data.

● To tackle the problem
○ A new taxonomy by observing the data from point and pattern of views.
○ Categorize time series outliers into global, contextual, trend, seasonal and 

shapelet outliers.
○ Formal definition of individual types of outliers to create synthetic criterias 

for benchmarking existing algorithms and future data labeling. 
● From the benchmark, we further find out that

○ Classical algorithms generally outperform Deep Learning algorithms.
○ The difficulty of individual types of outliers can be ranked as

■ Point-wise: Contextual >> Global
■ Pattern-wise: Seasonal > Trend > Shapelet.
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Thank You!
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