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Time-Series Classification (TSC) Problem
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• Problem setting
• Given a collection of time-series with the attached labels, TSC aims to train a classifier 

to classify unseen time-series.

Source: https://www.cvphysiology.com/uploads/images/CAD012%20ECG%20ST%20depression.png

• Main challenge
• How to model and incorporate the temporal information in the classification?
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Existing Solutions
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• Existing studies approach TSC in two major directions
• Similarity-based: Combine a k-NN classifier with a similarity measure for classification.
• Deep learning:  Perform end-to-end training on the raw time-series and learn the 

representations to do classification.

Source: https://commons.wikimedia.org/wiki/File:Euclidean_vs_DTW.jpg Source: https://arxiv.org/pdf/1809.04356.pdf

ResNet with 1-D convolution Dynamic Time Warping Matching
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Motivation
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•• Preliminary experiments
• We compare DTW (a representative similarity-based method) and ResNet (a 

representative deep learning approach) on the full 128 UCR datasets. We report the 
average ranks. The lower the better.

Average ranks of ResNet and DTW on the full 128 UCR datasets, where 
different numbers of labels per class is given.



DATA Lab at Rice University Daochen Zha (daochen.zha@rice.edu)

Research Question and Challenges 
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• Our research question
• Can we connect the two research lines in such a way as to jointly model time-series 

similarities and learn the representations?

• Challenges
• How can we incorporate similarity information into representation learning?
• Even though we can enable similarity in deep learning models, how can we balance 

similarity information and the original representation learning?
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SimTSC Framework

6

• Our simple yet effective solution
• We propose Similarity-Aware Time-Series Classification (SimTSC) framework based on 

Graph Neural Networks.
• Time-series -> node
• Similarity of time-series -> edge
• TSC -> node classification

Each time-series is first processed by a backbone, and enhanced by GNN with aggregation. 
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Our Instantiation
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• Backbone
• We use ResNet as the backbone since it has strong performance.

• Similarity Measure
• We use DTW as the the similarity measure because it is the most popular one. 

• Graph Neural Networks
• We use Graph Convolutional Networks (GCN) because it is the most basic one.
• We only use 1-layer GCN. We find that it delivers the best performance. 

• Other Tricks
• We use negative sampling to sample a half batch of labeled time-series and a half 

batch of unlabeled time-series.
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Results on Univariate Time-Series
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• Experimental Setting
• We compare SimTSC with the existing similarity-based and deep learning methods 

on the full 128 UCR datasets. We report average rank and Wilcoxon signed rank test 
(p < 0.05) for the significance test. 
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Results on Multivariate Time-Series
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• Experimental Setting
• We conduct experiments on 4 multivariate time-series classification tasks, including 

Character Trajectories, ECG, KickVsPunch, and NetFlow.
Similarity-based

Deep Learning

Ours



DATA Lab at Rice University Daochen Zha (daochen.zha@rice.edu)

Impact of the Number of GCN Layers
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• Experimental Setting
• We vary the number of GCN layers when we have 10 or 20 labels

10 Labels 20 Labels
• Observation 

• One GCN layer achieves the best performance.
• Possibly because the graph is dense and more layers lead to over-smoothing.
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Visualization
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Learned representations of ResNet and SimTSC on Coffee with 56 time-series. The two classes 
are marked in blue and green. Only one time-series is labeled.

Labeled
Labeled
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Summary and Q & A
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• Takeaways
• SimTSC is a conceptually simple yet effective framework to join the research efforts of 

similarity-based and deep learning methods for time-series classification.
• We demonstrated the effectiveness of graph neural networks in time-series classification.
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• Future Work
• Larger dataset, sparse graph, other tasks in time-series.
• Differentiable similarity learning.


